
fcc phase, the final Pt-Ni octahedra after 42 hours
of growth exhibited asymmetric diffraction peaks,
implying the coexistence of a Pt-richer phase and
a Ni-richer phase.
To demonstrate the general importance of the

element-specific anisotropic growth mechanism,
we further synthesized Pt-Co NCs by replacing
Ni(acac)2 with Co(acac)2 while keeping all other
conditions unchanged. After 42 hours of reaction
time, octahedral PtCo1.5 NCs were successfully
prepared. By following their morphological and
compositional evolution after different growth
times (fig. S7), we observed a growth trajectory of
the PtCo1.5 octahedra similar to that of the
PtNi1.5 octahedra. The growth of Pt-rich hexapods/
concave octahedra before the final formation of
Co-rich octahedra again suggests a delayed aniso-
tropic deposition of a Co-rich phase at the concave
{111} surfaces. Thus, the element-specific aniso-
tropic growth appears to be an important mech-
anism for the formation of a variety of shaped Pt
alloy NCs in solution-phase co-reduction.
Figure 4E presents a comprehensive, atomic-

scale “life-cycle” model of our bimetallic nano-
octahedra, including their unusual anisotropic
growth pathway and their previously reported
degradation pathway during acidic ORR electro-
catalysis (22). Our results reveal a previously
overlooked element-specific, compositionally an-
isotropic growth mechanism of shaped Pt alloy
NCs, where rapid growth of Pt-rich hexapods/
concave octahedra along 〈100〉 directions pre-
cedes delayed deposition of Ni-rich phase at the
concave {111} sites.Whereas the growth of Pt-rich
hexapods is a ligand-controlled kinetic process,
the step-induced deposition of the Ni-rich phase
at the concave surface resembles a thermodynam-
ically controlled process accomplished in amuch
longer time. The element-specific anisotropic
growth provides the origin of our previously
reported compositional segregation (Ni-rich
facets and Pt-rich corners/edges) and chemical
degradation pathway of the Pt-Ni octahedra (22),
which underwent a selective etching of the Ni-
rich {111} facets and thus activity instability dur-
ing the ORR electrocatalysis in acidic electrolyte
(Fig. 4E and fig. S8).While forming a catalytically
active Pt-rich shell, the selective etching of the
Ni-rich {111} facets resulted in concave octahe-
dra with the exposure of less active facets such
as {100} and {110}. Extended potential cycling
further resulted in the re-emergence of Pt-rich
hexapods and almost none of the catalytically
active {111} surfaces survived, leading to sub-
stantial activity degradation. Evidently, the fate
of the shaped Pt bimetallic NCs during long-term
ORR electrocatalysis is substantially determined
by the early stages of their element-specific aniso
tropic growth during synthesis.
Our results highlight the importance of un-

derstanding the element-by-element growthmech-
anism of shaped alloy NCs. The possibility of
controlling the element-specific anisotropic growth
modes of such NCs may enable the rational syn-
thesis of Pt alloy nano-octahedra ORR electro-
catalysts with desired surface composition (e.g.,
Pt-richer {111} facets) and sustained high activity.
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EARTH MAGNETOSPHERE

Direct observation of closed
magnetic flux trapped in the
high-latitude magnetosphere
R. C. Fear,1*† S. E. Milan,1,2 R. Maggiolo,3 A. N. Fazakerley,4

I. Dandouras,5,6 S. B. Mende7

The structure of Earth’s magnetosphere is poorly understood when the interplanetary
magnetic field is northward. Under this condition, uncharacteristically energetic plasma
is observed in the magnetotail lobes, which is not expected in the textbook model of the
magnetosphere. Using satellite observations, we show that these lobe plasma signatures
occur on high-latitude magnetic field lines that have been closed by the fundamental
plasma process of magnetic reconnection. Previously, it has been suggested that closed
flux can become trapped in the lobe and that this plasma-trapping process could explain
another poorly understood phenomenon: the presence of auroras at extremely high
latitudes, called transpolar arcs. Observations of the aurora at the same time as the lobe
plasma signatures reveal the presence of a transpolar arc. The excellent correspondence
between the transpolar arc and the trapped closed flux at high altitudes provides very
strong evidence of the trapping mechanism as the cause of transpolar arcs.

T
he night side of the terrestrial magneto-
sphere forms a structured magnetotail, con-
sisting of a plasma sheet at low latitudes
that is sandwiched between two regions
called the magnetotail lobes (Fig. 1). The

lobes consist of the regions in which the ter-
restrial magnetic field lines are directly con-
nected to the interplanetary magnetic field (IMF),

which is referred to as being topologically “open”
(indicated by the dashed gray lines in Fig. 1).
Magnetic field lines threading the plasma sheet
(solid gray lines in Fig. 1) are not connected to
the IMF and are therefore “closed” (1, 2). Topol-
ogy changes are caused by the process of mag-
netic reconnection, which drives magnetospheric
dynamics when the IMF is southward (1).
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Different plasma populations are observed in
these regions: Plasma in the lobes is very cool,
whereas the plasma sheet is more energetic.
The key way to distinguish between open and
closed magnetic field lines is that electron
distributions on closed field lines may exhibit a
double loss cone, in which the distribution peaks
perpendicular to the magnetic field (3). This
requires the presence of magnetic mirrors on
both sides of the observation site; therefore,
double loss cones are unambiguous indicators
that themagnetic field lines observed by a space-
craft are closed.
Amajor problem inmagnetospheric physics is

the adaptation of this picture to times when the
IMF is northward. In a recent study (4), Shi et al.
have reported relatively hot plasma in the lobes,
which is unexpected in standard magnetosphere
model. The authors attributed the presence of
the plasma to direct entry of the solar wind, im-
plying that it should be observed on open mag-
netic field lines. However, similar observations
(5, 6) have previously been interpreted as spa-
tially separated filaments protruding from the
plasma sheet into the lobe [thoughHuang et al.
noted that no theoretical description existed to
explain their presence (6)]. In these studies, the
observed plasma has been isotropic, but differ-
entmagnetic field topologies and interpretations
have been inferred due to the absence of evi-
dence of a loss cone.
Another controversy concerns the cause of an

auroral configuration called the transpolar arc,
which occurs at very high latitudes when the
IMF is northward (7, 8). There is no consensus
on whether transpolar arcs occur on field lines
that are closed (3, 7–10) or open (11–13). Their
formation remains the subject of debate, with a
range of competing theories (14–20). One mech-
anism for transpolar arcs is for them to result
from the closure of lobe magnetic flux, which
then remains trapped in the magnetotail (10);
this hypothesis makes a number of predictions
that have recently been validated statistically
(14, 20). If this is true, a spacecraft situated in
the lobe should observe a wedge of closed flux
sandwiched within the lobe at high latitudes,
well away from the expected location of the plas-
ma sheet.
Virtually all plasma observations of transpolar

arcs have come from spacecraft at low altitudes;
these observations therefore report the precipi-
tation associated with the arc rather than a direct
measurement of the source plasma for the arc. It

has been argued that further examination of in
situ observations in the lobes (i.e., at much higher
altitudes) is necessary to identify the source plasma
and the processes causing transpolar arcs (8). To
date, only one study has reported such observa-
tions (6), which revealed relatively hot plasma,
similar to the atypically hot lobe plasma signa-
tures discussed above (4, 5). The authors con-
cluded that they detected the source plasma for a
transpolar arc but that the observed structures
were not explained by any existing theory. Here
we demonstrate that the presence of this plasma
can be explained by the trapped flux mechanism
for the formationof transpolar arcs (10) by showing
that a double loss cone is observed within the
plasma and that the plasma observations cor-
respond extremely well to the back-and-forth mo-
tion of a transpolar arc.
On 15 September 2005, the Cluster 1 spacecraft

was situated in the southern hemisphere lobe
(Fig. 1). An overview of the IMF and the ob-
servations made by Cluster 1 is shown as a func-
tion of time in Fig. 2. The main period of interest
is between 16:00 and 19:00 UT, when the IMF
was northward (indicated by a north-south com-
ponent BZ > 0) (Fig. 2A). Before 17:00 and after
19:00 UT, the ions observed were cool (<500 eV)
(Fig. 2D), which is consistent with upwelling
from the ionosphere and typical of the lobe.
However, between 17:00 and 19:00 UT, a much
more energetic plasma population was observed
(~1-keV electrons and ~10-keV ions) (Fig. 2, C
and D), which is comparable to themean plasma
sheet energy when the IMF is northward (21).
The electron and ion energies and temperatures
(Fig. 2, C to E) are comparable to those reported in
previous studies (4–6).
The electron pitch angles observed between

18:15 and 18:45 UT are plotted in Fig. 3A. Cluster 1
observed bidirectional electrons (peaking at pitch
angles of 0° and 180°) throughout the interval,
except at ~18:36 UT when the electron distribu-
tion was not only more intense but also peaked
at pitch angles nearer 90°. Figure 3B shows the
pitch angle distribution averaged over 21 s cen-
tered on 18:36:43UT (indicated as “g” in Fig. 3A).
The color scale has been selected to emphasize
the variations between different pitch angles.
The parallel and antiparallel fluxes were approx-
imately half the value observed perpendicular
to the magnetic field. This double loss cone is
extremely strong evidence that the plasma ob-
served by Cluster was on closed magnetic field
lines. The bidirectional electrons observed
beforehand (between 18:15 and 18:35 UT) are
also consistent with electrons observed on closed
magnetic field lines—in typical magnetotail cross-
ings, bidirectional electrons are observed through
much of the outer plasma sheet, with double loss
cone distributions deep in the central plasma
sheet (21). Ion distributions observed at this
time are indicative of the occurrence of magne-
totail reconnection tailward of the spacecraft
(fig. S1).
Simultaneous observations of the Southern

Hemisphere aurora on a global scale are avail-
able for this period from the far ultraviolet (FUV)

Wideband Imaging Camera (22) on the IMAGE
(Imager for Magnetopause-to-Aurora Global Ex-
ploration) satellite (Fig. 4A). (The location of
IMAGE is also indicated in Fig. 1, and the full
sequence of auroral images is shown in movie
S1.) In Fig. 4A, the location of Cluster 1 has been
mapped onto the Southern Hemisphere iono-
sphere along the model magnetic field lines (23)
of Fig. 2. There is an excellent match between
the plasma observations made by Cluster and the
location of the transpolar arc relative to the foot-
print of the spacecraft (see Fig. 2 and movie S1).
The second time that the arc intersects the space-
craft footprint [Fig. 4A, panel (g)] corresponds
with the time that the highest intensities of en-
ergetic plasma were observed by Cluster, which
is when the double loss cone was observed in
Fig. 3B.
Our observations demonstrate that atypically

hot plasma observed in the lobe occurs on closed
magnetic field lines and is therefore incompat-
ible with direct entry from the solar wind. The
excellent match between the plasma observa-
tions and the intersections of the transpolar arc
and the spacecraft footprints (d, f, and g in Figs. 2
and 4) confirms that such atypically hot plasma
is the source plasma for transpolar arcs. The cor-
respondence between the intersections of the arc
and the observation of hotter plasma at two dis-
tinct times also demonstrates that the cause of
multiple sequential observations of such atypical
plasma is the back-and-forth motion of the closed
magnetic field lines; that is, they are not neces-
sarily spatially separated filaments, as previously
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Fig. 1. Locations of the Cluster 1 and IMAGE
spacecraft between 17:00 and 19:00 UT on
15 September 2005. Positions are projected
into the xz plane of the Geocentric Solar Magnetic
(GSM) coordinate system (24), in which the x axis
is directed toward the Sun and the z axis is toward
magnetic north. Asterisks denote spacecraft loca-
tions at 17:00 UT (C1 indicates Cluster 1). Solid
black lines indicate model locations for the bow
shock andmagnetopause; gray lines indicatemodel
geomagnetic field lines from an empirical model
(23). The field lines that are expected to be closed
are plotted as solid lines, whereas those that would
normally be open—and hence connected to the
solar wind downtail—are dashed. Cluster 1 was
deep inside the lobe, a long way from the expected
location of the closed field line region (the plasma
sheet). 1 RE is one Earth radius (6400 km).
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proposed (5, 6). Although the link with trans-
polar arcs has previously been suggested (6), the
confirmation of the magnetic field topology pro-
vides strong evidence that both transpolar arcs
and atypically hot lobe plasma observed during
periods of northward IMF are caused by the pro-
cess of magnetic reconnection in the magneto-
tail, where newly closed lobe flux becomes trapped
in the lobe (10). Although other proposed mech-
anisms could explain the closed nature of the
magnetic flux threading the transpolar arc, we
are not aware of an alternative mechanism that
could explain all of the following points: (i) the
observation of the lobe immediately before and
after the passage of the arc, (ii) the observed
back-and-forth motion of the arc, and (iii) the
absence of a change in sign of the IMF BY (dawn-
dusk) component in the hour before the arc
formed (see supplementary text). The reconnec-
tion mechanism (10) predicts that closed mag-
netic flux observed at high latitudes should be
similar in most respects to the plasma sheet,
because both contain plasma that was originally
contained in the lobe but that has since been
heated as a result of the contraction of the field
lines after their closure. Our observations confirm
that the plasma observed at high latitudes is
indeed similar to that observed in the plasma
sheet. The net effect of this process is an increase

in the closed fraction of the magnetotail in one
narrow local time sector. An interesting conse-
quence is that as this transpolar arc spans the

entire polar cap, the magnetotail is entirely
closed in a narrow sector of local time, which
highlights the intriguing topology that the

1508 19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org SCIENCE

Fig. 2.Time series of
the interplanetary
and magnetospheric
conditions.The top
two panels show the
simultaneous (A)
north-south and (B)
dawn-dusk com-
ponents of the IMF
(BZ and BY, respec-
tively) obtained from
the OMNI data set
(25).The next two
panels show the (C)
electron and (D) ion
populations observed
by Cluster 1 in the
magnetotail lobes by
the PEACE (26) and
CIS-HIA (27)
instruments, respec-
tively. Both panels
contain the differential
energy flux (DEF) of
the electron or ion
population plotted as
a function of energy
and time.The bottom
panel (E) shows the
observed ion temper-
ature. Arrows labeled
with lowercase letters
(a) to (i) indicate
selected times of
interest.

a b c d e f g h i

Fig. 3. Electron pitch angle distribu-
tions from the hot plasma population.
(A) Pitch angle distribution of electrons
observed above 100 eV between 18:15
and 18:45 UT. (B) Electron distribution
observed at the time of the highest
differential energy fluxes observed by
Cluster [corresponding to arrow (g) in
Fig. 2; also indicated in Fig. 3A]. The
distribution has been computed from
five consecutive spacecraft spin periods,
centered on time (g), and the color
scale has been chosen to emphasize
the differences in the field-aligned and
perpendicular directions.

f g
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Fig. 4. Summary of the
relationship between
the auroral and in situ
(high- and low-altitude)
plasma observations.
(A) Montage of the auro-
ral observations made by
the IMAGE FUVWideband
Imaging Camera on 15
September 2005. Each
image has been projected
onto a grid of magnetic
latitude against magnetic
local time with local noon
at the top anddawn to the
right. Panels (a) to (j)
show the transpolar arc
[indicated by the white
arrow in (b)] at different
stages of its evolution,
with the footprint of the
Cluster spacecraft indi-
cated by a red dot.The
times corresponding to
panels (a) to (j) are also
indicated in Fig. 2 and (B)
of this figure. At 15:10 UT
(a), the aurora conformed
to the standard oval
configuration, and the
Cluster 1 footprint was in
the dim region poleward
of the main auroral oval
(the polar cap), consistent
with the location of the
spacecraft in the lobe. At
16:38 UT (b), a small fea-
ture emerged from the
nightside oval (indicated
by the white arrow) and
subsequently grew into a
transpolar arc [(c) to (i)].
The growth and evolution
of the arc [(b) to (h)]
occurred while the IMF
was northward (Fig. 2A).
The arc was initially dusk-
ward of the footprint of
Cluster [(b) and (c)]. At
17:16 UT (d), the arc inter-
sected the spacecraft
footprint before retreating
duskward again (e); a
subsequent and final
period of dawnward
motion caused the arc to
intersect the spacecraft
footprint oncemore [(f) and (g)] and thenmove past the spacecraft footprint
[(h) and (i)]. After the IMF turned southward at 19:10 UT, the arc retreated to
the night side of the polar cap (i) and subsequently disappeared (j). (B)
Electron population observed by Cluster (replotted from Fig. 2C), with labels
showing the times corresponding to (a) to (i). There is an excellent corre-
spondence between the times that the uncharacteristic plasma is observed
and the times when the transpolar arc intersected the spacecraft footprint
[(d), (f), and (g)]. (C) Spectrograms of the electron and ion populations ob-
served by the Defense Meteorological Satellite Program (DMSP) F16 satellite
at low altitude during a polar cap crossing made between (f) and (g). Ion pre-

cipitation was observed between 18:25 and 18:27 UT, which coincides with the
time that the DMSP F16 satellite traversed the arc. [The orbit of the DMSP
spacecraft is shown in panel (f) of (A).] The ion and electron precipitation
observed at this time is comparable in energy with that observed above the
main oval (7, 9) and at high altitudes by Cluster 1 (Fig. 2,C and D), although the
electron precipitation observed by DMSP shows signs of further acceleration
(inverted “Vs”). In these respects, the precipitation observed by DMSP is
typical for transpolar arcs (18). Electron precipitation is observed elsewhere in
the polar cap andmay be associatedwith fainter polar cap arcs, presumablyon
open magnetic field lines.
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magnetosphere can attain when the IMF points
northward.
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Extreme electric fields power
catalysis in the active site of
ketosteroid isomerase
Stephen D. Fried,* Sayan Bagchi,† Steven G. Boxer‡

Enzymes use protein architecture to impose specific electrostatic fields onto their bound
substrates, but the magnitude and catalytic effect of these electric fields have proven
difficult to quantify with standard experimental approaches. Using vibrational Stark
effect spectroscopy, we found that the active site of the enzyme ketosteroid isomerase
(KSI) exerts an extremely large electric field onto the C=O chemical bond that undergoes
a charge rearrangement in KSI’s rate-determining step. Moreover, we found that the
magnitude of the electric field exerted by the active site strongly correlates with the
enzyme’s catalytic rate enhancement, enabling us to quantify the fraction of the catalytic
effect that is electrostatic in origin. The measurements described here may help explain
the role of electrostatics in many other enzymes and biomolecular systems.

K
etosteroid isomerase (KSI) is a small, pro-
ficient enzyme with one of the highest
known unimolecular rate constants in
biochemistry (1, 2), which has prompted
extensive study of its mechanism and the

catalytic strategies it uses (3–5). In steroid biosyn-
thesis and degradation, KSI alters the position of a
C=C double bond (Fig. 1A) by first abstracting a
nearby a proton (E•S ⇌ E•I), forming a charged
enolate intermediate (E•I), and then reinserting
the proton onto the steroid two carbons away
(E•I ⇌ E•P). The removal of a proton in the first
step initiates a rehybridization that converts the
adjacent ketone group to a charged enolate, an
unstable species that is normally high in free en-
ergy and so slow to form. The reaction is therefore
expected to produce an increase in dipole moment
at the carbonyl bond (jDm→rxnj), suggesting that KSI
may facilitate this reaction by exerting an electric
field (F

→

enz) on this bond that stabilizes it in the
intermediate form and the preceding transition
state (Fig. 1B). Using vibrational Stark effects, we
havemeasured the electric field that KSI exerts on
this C=Obond, providing quantitative experimen-
tal evidence for the connection between electro-
statics and catalytic proficiency.
The frequencies of certain vibrations (such as

the C=O stretch) shift in a linear manner with
the electric field experienced by that vibration
from its environment, a phenomenon known as
the linear vibrational Stark effect (6, 7). Through
this effect, we have shown that vibrations can be
used as probes of local electrostatic fields. The
nitrile group has been widely deployed to mea-
sure electric fields inside enzymes and their re-
lationship to mutation (8), ligand occupancy (9),
or conformational changes over the catalytic

cycle (10). In this study, we have focused on the
C=O group of the inhibitor 19-nortestosterone
(19-NT) (Fig. 1C), because when 19-NT binds, the
C=O group is loaded directly into the catalytic
machinery (11, 12). In this way, 19-NT’s C=O vibra-
tional (infrared) frequency shift probes the electro-
static environment that the substrate’s C=O bond
would experience in the active site, except 19-NT
cannot react due to the position of the C=C bond.
To calibrate the sensitivity of 19-NT’s C=O vi-

brational frequency to an electric field, we used
two complementary approaches. In Stark spec-
troscopy (Fig. 2, A and B), an external electric
field of known magnitude is applied to a frozen
glass containing 19-NT, and the accompanying
effect on the vibrational spectrum is recorded (7).
By fitting the Stark spectrum (Fig. 2B) to deriv-
atives of the absorption spectrum (Fig. 2A), the
vibration’s difference dipole can be extracted:
jDm→C¼Ojƒ = 1.39 T 0.05 cm–1/(MV/cm), where ƒ is
the local field factor (fig. S1) (6, 7, 13). A vibra-
tion’s difference dipole is its linear Stark tuning
rate; that is, 19-NT’s C=O vibrational frequency
shifts ~1.4/ƒ cm–1 for every MV/cm of electric
field projected onto the C=O bond axis, whether
the source of that field is an external voltage (as
in Stark spectroscopy) or an organized environ-
ment created by an enzyme active site (F

→

enz) that
we wish to characterize. Whenever an external
field is applied to a vitreous sample, vibrational
bands will broaden because 19-NT molecules
(and their C=O bonds) are randomly oriented
with respect to the fixed direction of the external
electric field (6, 7). By contrast, a vibrational probe
will have a fixed orientation with respect to a
protein electric field when bound to a protein, and
as such the linear Stark effect then produces spec-
tral shifts instead of broadening. The C=O vibra-
tion’s Stark tuning rate does not appreciably change
when C=O accepts a hydrogen bond (fig. S2), im-
plying that the frequency still responds to fields
linearly even when C=O participates in stronger
interactions, although those interactions themselves
are associated with larger electric fields (14).
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